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Problem 1: Pipelining [15 points, 15 minutes]

Consider the in-order, single-issue 5-stage pipeline presented in lecture with combinational-read
IMEM and DMEM. Assume we write to the register file in the first half of the clock cycle and
read in the second half of the clock cycle (asynchronous write, asynchronous read), so we can read
updated register values in the same cycle. In the diagram, we include forwarding paths (dashed
lines) to eliminate some stalls.

Consider the following program. Assume that at the beginning of the program, R[a0] = 0x151515100,
and that the integer 0x10 = 16 is stored at memory address 0x15151500.

(Clarification during exam: R[a0] = 0x15151500, not 0x151515100.)

1 lw t0, 0(a0) # R[a0] = 0x15151500, Mem[R[a0]] = 0x10
2 lw t2, 0(t0)
3 slli t1, t0, 4
4 sw t1, 0(a0)
5 beq a0, t1, Label
6 add a1, t2, t3
7 Label: ...
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(a) When we run this program on the CPU, how many stalls (NOPs) will be inserted between
each pair of instructions? Count the number of stalls without the forwarding paths and with
the forwarding paths. 1→ 2 means between the instructions on lines 1 and 2.
You may use the pipeline tables in the Appendix to help figure out the number of stalls, but
only the table below will be graded.

Instructions No. of stalls (no forwarding) No. of stalls (with forwarding)

1→ 2

2→ 3

3→ 4

4→ 5

5→ 6

Solution:
No forwarding:
1→ 2: 2. Instruction 2 can only exit the instruction decode/register read stage, it takes
2 cycles before instruction 1 starts writing the new value of t0 in the register file, which
can then be read out by instruction 2 in the same cycle.
2→ 3: 0. Instruction 3 does not have any dependencies on instruction 2.
3→ 4: 2. Same reason as 1→ 2.
4→ 5: 0. t1 already has the correct value by the time instruction 3 gets to the instruction
decode/register read stage.
5→ 6: 2. The branch will be resolved in the execute stage, and at that point the next PC
(PC+4) is immediately available. The instruction fetch, and instruction decode stages
will be filled with NOPs in the meantime.
With forwarding: 1 → 2: 2. Does not change, since the value read out of DMEM
doesn’t get forwarded.
2→ 3: 0.
3 → 4: 0. The result of the slli, in the memory stage, will be available to sw, in the
execute stage, through the forwarding path.
4 → 5: 1. Despite the fact that t1 was immediately available to instruction 4, it is
not immediately available to instruction 5, since there is no forwarding path from the
writeback to execute stage. So, instruction 5 must stall for one cycle in the decode stage,
inserting a NOP into the execute stage while instruction 3 is writing back.
5→ 6: 2. The forwarding path does not affect control hazards.

(b) Evaluate the following statements as true (T) or false (F).
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i. In the unforwarded datapath, if DMEM loads and stores took 3 cycles rather
than 1, the number of cycles stalled between instructions 2 and 3 would increase.

Solution:
False. Instruction 3 has no dependency on instruction 2, so there would be no new
NOPs inserted between the two instructions.

ii. In the unforwarded datapath, if we moved the branch comparator to the decode
stage, the number of cycles stalled between instructions 5 and 6 would decrease.

Solution:
True. Since the branch is not taken, we would now only have to insert a NOP in
the instruction fetch stage, as the branch is resolved in the decode stage.

iii. In the unforwarded datapath, combining the instruction fetch and instruction
decode stages into one, resulting in a 4-stage pipeline, would eliminate some control
hazards (i.e. it would fully remove the need for stalling in some cases).

Solution:
False. Branches still have to stall at least one cycle, and jumps must wait until the
memory stage to get the PC for the next instruction.

iv. Generally, pipelining increases the time it takes to execute a single instruction.

Solution:
True. First, the pipeline registers introduce overhead in the form of setup time and
hold time that increase the time it takes for an instruction to propagate from PC
to writeback. Second, it is unlikely that the pipeline stages are perfectly balanced.
So, a 5-stage pipeline will have more than 1

5 of the cycle time of an equivalent
single-cycle processor. Pipelining does decrease the average amount of time taken
per instruction, since it allows multiple parts of the processor to work in parallel.
However, the question asks about a single instruction, not an average over many
instructions. This illustrates the difference between latency and throughput.
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Problem 2: CMOS Gate [15 points, 15 minutes]

In this problem, use the process that has Wn = Wp = 1 in a reference inverter, and γ = 1.

(a) Design a complex CMOS gate: Y = (A+B) · C +D . Size the transistors so that the gate
has the same pull-up and pull-down strength as a reference inverter.
251A only: Also make sure the parasitic delay (P ) is minimized in your design.

(b) Calculate the logic effort for each input (LEA, LEB, LEC , LED).

(c) 251A only: Calculate the optimized parasitic delay P .
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Solution:

2C

2A 2B

1D

3D

3B

3A

1.5C

VDD

VDD

Y

Sizing from worst-case path will guarantee the minimum overall area. In PMOS, A-B-D is the
worst case and should be sized to 3. In NMOS, A/B-C is the worst case and should be sized
to 2. The overall area (width) for PMOS is: 3 + 3 + 3 + 1.5 = 10.5.

LEA = LEB = 3 + 2
2 = 2.5

LEC = 1.5 + 2
2 = 1.75

LED = 3 + 1
2 = 2

P = 3 + 2 + 1
2 = 3

To minimize parasitic delay, we need to reduce the total parasitic capacitance at the output
node. Moving smaller sized transistors in serial to the output can help. For example, in
the schematic above, if NMOS A//B switch with NMOS C, the parasitic delay will be P =
(3 + 2 + 2 + 1)/2 = 4 instead.
We didn’t require the minimum area in the description so other solutions will also be taken.
For example, in PMOS network, if you size C and D to 2, then A in serial with B should have
the same resistance with C, so A = B = 4 (1/4 + 1/4 = 1/2). The overall area for PMOS is:
4 + 4 + 2 + 2 = 12 > 10.5.
As long as the logic effort calculation matches your schematic, you’ll also get full credit in the
second (and third) part.
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Problem 3: Path Delay [15 points, 15 minutes]

Size the gates in the circuit below for minimum path delay. The circuit is implemented in a process
where Rn = Rp and γ = 1. Gates sized as ‘1’ have an input capacitance of 1. For the NOR3 gate,
use LE = 2, P = 3. You may leave your answers as fractions. Show your work. Hint: 210 = 1024

A =

B =

C =

D =
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Solution:

G = 3
2 ∗ 1 ∗ 3

2 ∗ 1 ∗ 2 = 9
2

B = 1 ∗ 1 ∗ 4 ∗ 1 ∗ 1 = 4

F = 512
9

H = 9
2 ∗ 4 ∗ 512

9 = 1024

SE = 5√1024 = 4

D = 512
9 ∗ 2 ∗ 1/4 = 256

9

C = 256
9 ∗ 1 ∗ 1/4 = 64

9

B = 64
9 ∗

3
2 ∗ 1/4 = 8

3

A = 8
3 ∗ 1 ∗ 4/4 = 8

3

1 = 8
3 ∗

3
2 ∗ 1/4 = 1

1
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Problem 4: Elmore Delay [20 points, 20 minutes]

(a) Find the resitance and total capacitance of wire 2 (w2) given the parameters below:

• wire resistance Rw = 0.2Ω/�
• parallel plate capacitance Cpp = 40aF/(µm)2

• fringing capacitance per each side of wire Cfr = 18aF/µm

You may refer to the table of SI prefixes in the Appendix of this exam.

Solution:
Rw2 = Rw · LW = 0.2Ω/� · 0.5mm

0.25µm = 0.2Ω/� · 500µm
0.25µm = 400Ω

Cw2 = Cpp ·L ·W + 2 ·Cfr ·L = 40aF/(µm)2 · 500um · 0.25um+ 2 · 18aF/µm · 500um =
23000aF = 23fF

(b) Using the π wire model, draw the equivalent RC switch model. Label the values of resistors
and capacitors using the assumptions below:

• wire 1 (w1) and wire 3 (w3) each have resistance Rw and total capacitance Cw
• 1x inverter has resistance Ri, input and parasitic capacitance Ci,1x = Cp,1x = Ci

• 5x inverter has 5 times the width of a 1x inverter
• nand gate has resistance Ri, input capacitance 1.5Ci and parasitic capacitance 2Ci
• CloadA = 5Ci and CloadB = 10Ci
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Solution:
Lw2 = 2.5Lw1 so Rw2 = 2.5Rw1 = 2.5Rw and Cw2 = 2.5Cw1 = 2.5Cw
The 5x inverter has resistance R5x = Ri

5 , parasitic capacitance Cp,5x = 5Cp,1x = 5Ci

(c) Find the delay from in to output A. Show your work and write your answer in terms of the
parameters Rw, Cw, Ri and Ci.
(Hint: you can derive the resistance and total capacitance of wire 2 (w2) from those of wire
1 and wire 3)

Solution:

τ = Ri
5 (5Ci + 2 · Cw2 + 2 · 2.5Cw

2 + 1.5Ci + 2 · Cw2 + Ci)

+Rw(Cw2 + 2 · 2.5Cw
2 + 1.5Ci + 2 · Cw2 + Ci)

+ 2.5Rw(2.5Cw
2 + 1.5Ci)

+Ri(2Ci + 5Ci)

= Ri
5 (7.5Ci + 4.5Cw) +Rw(2.5Ci + 4Cw) + 2.5Rw(1.5Ci + 1.25Cw) +Ri(7Ci)

= 8.5RiCi + 0.9RiCw + 7.125RwCw + 6.25RwCi

(1)
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Problem 5: Power and Energy [15 points, 15 minutes]

151Laptops & Co. is consulting your power and energy analysis expertise for its next generation
of processors. To begin, here are the specs for the current generation:

• Dual-core processor

• Capacitive load: 35nF per-core, 5nF between cores

• Clock frequency: 2GHz @ 1.0V

• Leakage power: 1W @ 1.0V per core

The benchmark workload generates the following specs:

• Per-core CPI: 2

• Max. activity factor: 0.1

• Parallelization factor: 80%

Operational Notes:

• For single-core instructions, assume the idle core has no switching activity (i.e. it is clock-
gated) but the full capacitance between cores is still seen.

• For parallel instructions, the dual-core CPI is half that of single-core (perfect parallelization).

Finally, the following equations may be useful:

CPI = Clocks

Instruction

Seconds

Program
= Instructions

Program
∗ Cycles

Instruction
∗ Seconds

Cycle

(a) Compute the maximum total power consumption for the current generation processor. Short-
circuit current is negligible.

Solution:
Dynamic power for a dual-core instruction: 0.1 ∗ 75nF ∗ 12 ∗ 2GHz = 15W
Total power = dynamic + static power = 17W
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(b) If the benchmark workload has 1000 total instructions, how much energy does computing the
entire workload consume?

Solution:
800 instructions are dual-core, 200 are single-core.
Dual-core CPI is 1, single-core is 2.
Therefore, 800 cycles are spent on dual-core instructions, 400 on single-core.
Single-core dynamic power = 0.1 ∗ 40nF ∗ 12 ∗ 2GHz = 8W → 10W total.
E1000 = Pdual ∗ tdual + Psingle ∗ tsingle = 17 ∗ 800/2GHz + 10 ∗ 400/2GHz = 8.8µJ

(c) Engineering wants to reduce the energy consumption while maintaining the same
benchmark compute time, but only has the resources to implement one of the following:
Option #1: Move the existing design to the next (i.e. smaller) technology node.
Option #2: Design a power management unit (PMU) that power gates 1 core when not
needed (i.e. for single-core instructions).
Option #3: Improve the processor’s architecture (e.g. better branch predictor) to attain a
10% CPI improvement and correspondingly a 10% frequency reduction.
The predicted spec changes are summarized below. An — means unchanged or none.

Parameter Option #1 Option #2 Option #3
Capacitance per core -10% — +10%
Capacitance b/w cores -10% — —

Supply voltage -10% — -10%
Clock frequency — — -10%

Leakage +10% — +10%
Add’l. overhead — +0.1W† —

† PMU static power consumption

Which option provides the greatest benchmark energy savings? Briefly explain. Numerical
calculation should not be necessary!

Solution:
Option #1.
Option #1’s dynamic power savings is on the order of CV 2 = 0.93.
Option #3’s dynamic power savings is on the order of V 2 = 0.92 due to capacitance
canceling frequency decrease.
Option #2 only cuts leakage power 20% of the time, so it is much worse because for this
design, where dynamic power dominates over leakage power.
Note: all options maintain the total compute time.
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(d) Evaluate the following statements as true (T) or false (F) based on your analysis.

All options would increase the processor die area.

Option #1 is leakier primarily because of a lower threshold voltage.

Only option #2’s energy savings depends on workload parallelization.

Solution:
F (not option #1), T, F (all are)
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Spare page. Will not be graded. Feel free to tear off and use for scratch work.
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Appendix
Table of SI Prefixes:

Prefix Symbol Magnitude
exa E 1018

peta P 1015

tera T 1012

giga G 109

mega M 106

kilo k 103

milli m 10−3

micro µ 10−6

nano n 10−9

pico p 10−12

femto f 10−15

atto a 10−18

Pipeline tables for Problem 1:

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1. lw t0, 0(a0) F D X M W
2. lw t2, 0(t0)
3. slli t1, t0, 4
4. sw t1, 0(a0)
5. beq a0, t1, Label
6. add a1, t2, t3

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1. lw t0, 0(a0) F D X M W
2. lw t2, 0(t0)
3. slli t1, t0, 4
4. sw t1, 0(a0)
5. beq a0, t1, Label
6. add a1, t2, t3
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