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Figure 1: Periodic signal for problem 1

EECS 120. Final Exam Solution, May 19, 2000. 12.30-3.30

pm.

1. 20 points Consider the periodic signal x of Figure 1.

(a) Evaluate the coeÆcients Xk in the Fourier series

8t; x(t) =
1X

k=�1

Xke
jk!0t:

(b) What is !0? State the units.

(c) Evaluate

1X
k=�1

jXkj
2
:

Answer to 1

(a)7 We have for �1 < k <1,

Xk =
1

T

Z
�

0

1:e�jk
2�

T
t
dt =

1

T

T

�j2�k
[e�jk

2�

T
� � 1] =

j

2�k
[e�jk

2�

T
� � 1]

(b) 3 !0 =
2�
T

rad/sec.

(c) 10 By Parseval's theorem

1X
�1

jXkj
2 =

1

T

Z T

0

jx(t)j2dt =
�

T
:

1
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Figure 2: Signal and low pass �lter for problem 2

2. 20 points Consider the signal x with Fourier Transform given in the left of Figure 2.

(a) What is the bandwidth of this signal in rad/sec and in Hz. What is the lowest

sampling frequency in Hz that allows exact reconstruction of the signal from its

samples.

(b) Suppose x is sampled at 7 Hz and the sampled signal xs is the product of x and

fs(t) =
P
1

n=�1 Æ(t � n=7). Sketch the Fourier Transform Xs of xs.

(c) Let xa be the output when xs is passed through the low pass �lter shown on

the right in the �gure. Sketch the Fourier transform Xa of xa and determine the

squared error
R
1

�1
jx(t)� xa(t)j

2
dt, without a lot of computation.

Answer to 2

(a)5 The bandwidth is 8� rad/sec or 4 Hz. So the lowest sampling frequency is 8 Hz.

(b) The sampled signal is

xs(t) = x(t)fs(t) = x(t)
1X

n=�1

Æ(t�
n

7
);

So its Fourier transform is

5 Xs(!) =
1

1=7

1X
n=�1

X(! � 14n�) � 7:

(c) 2 Clearly, Xa(!) = 1, for j!j � 7�, and equal to 0, otherwise. By Parseval's

theorem, and the sketch of X �Xa above,

4

Z
1

�1

jx(t)� xa(t)j
2
dt =

1

2�

Z
1

�1

jX(!)�Xa(!)j
2jd!

4 =
1

2�
� 4� shaded area =

1

6
:
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Figure 3: Demodulation scheme in Problem 3

3. 20 points Consider a NB signal of the form

x(t) = cos(!ct+ �(t)):

Assume X(!) is zero except where jj!j �!cj < 2�W j and W << !c. Find y, z in the

arrangement of Figure 3.

(Hint. In H(!) you may use j!j = (j!)(�jsgn!), where sgn(w) is the function equal

to +1 if w � 0 and -1 if w < 0.)

Answer to 3 Write H(!) = a+ bj!j = a+ bj!(�jsgn(!)), so

Y (!) = H(!)X(!) = aX(!) + bj!(�jsgn(!))X(!)

2 = aX(!) + bj!X̂(!);

and then, by time di�entiation property,

3 y(t) = ax(t) + b
d

dt
x̂(t):

Now x(t) = Refej(!ct+�(t))g. The spectrum of ej(!ct+�(t)) is zero for negative frequen-

cies, so

3 x̂(t) = Imfej(!ct+�(t))g = sin(!ct+ �(t));

hence

2
d

dt
x̂(t) = (!c + _�(t)) cos(!ct+ �(t));

so

5 y(t) = fa+ b(!c + _�(t))g cos(!ct+ �(t));

and the envelope is

5 z(t) = a+ b(!c + _�(t)):
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4. 20 points The step response of an LTI system is given by

s(t) =

(
0; t � 0

1� 0:5e�t + 0:5e�2t; t > 0

(a) Find its impulse response, transfer function, and frequency response.

(b) Find its steady state response to the input

8t; x(t) = cos(!t)u(t):

(c) Find its response to the input

8t; x(t) = cos(!t):

Answer to 4

(a) The Laplace transform of the step response is

Y (s) =
1

s
�

0:5

s+ 1
+

0:5

s+ 2
=

s
2 + 2:5s+ 2

s(s+ 1)(s+ 2)

so the transfer function is

3 H(s) =
Y (s)

1=s
=

s
2 + 2:5s+ 2

(s+ 1)(s+ 2)
= 1 +

0:5

s+ 1
�

1

s+ 2
;

the impulse response is its inverse Laplace transform,

5 h(t) = Æ(t) + [0:5e�t � e
�2t]u(t);

and the frequency response (which exists because the system is stable) is

5 H(j!) = H(s)js=j! =
(2� !

2) + 2:5j!

(2� !2) + 3j!
:

(b)3 The steady state response is

jH(j!)j cos(!t+ 6 H(j!)):

(c)4 The response is the same as the steady state response.
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5. 20 points Consider the linear vector di�erential equation system:

_x(t) = Ax(t) + bu(t)

y(t) = c
0
x(t) + du(t)

where x = (x1; x2)
0 2 R

2 and

A =

"
1 1

0 1

#
; b =

"
0

1

#
; c

0 = [1 0] d = 0:

(a) Find the transfer function H(s) = Y (s)=U(s).

(b) The Laplace transform of the matrix-valued function etAu(t) is the matrix [sI �

A]�1. Calculate this matrix and then take its inverse Laplace transform to cal-

culate etA.

(c) Suppose the initial state is x = (1; 1). Find the zero-input response for this initial

state.

(d) Find the zero-state step response.

(e) Find the response when the initial state is (1; 1) and the input is a unit step.

Answer to 5 We know that

3 H(s) = c
0[sI �A]�1b+ d;

and

3 [sI �A]1 =

"
s� 1 �1

0 s� 1

#
�1

=

"
(s� 1)�1 (s� 1)�2

0 (s� 1)�1

#

(a) Substituting from this into H gives

3 H(s) =
1

(s� 1)2
:

(b) Taking inverse Laplace transform of [sI �A]�1 gives

3 e
tA
u(t) =

"
e
t

te
t

0 e
t

#
u(t)

(c) The zero-input response due to the initial state x0 = (1; 1)0 is

3 c
0
e
tA
x0 = [et + te

t]u(t):

(d) The Laplace transform of the zero-state step response is

Y (s) = H(s)U(s) =
1

s(s� 1)2
=

1

s
�

1

s� 1
+

1

(s+ 1)2
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and taking Laplace transforms gives

3 y(t) = [1� e
t + te

t]u(t):

(e) The output is the sum of the last two, i.e.

2 y(t) = [1 + 2tet]u(t):

6



K1 increasing

-1

s3   1 1

s2   2 K2

 (2-K2)/2 0

  K2

Figure 4: Root locus in Problem 6

6. 20 points The open loop plant has transfer function H(s) = 1=(s2 + 2s+ 1). Place

the plant in a closed loop using a PI controller K1 +K2=s.

(a) Take K2 = 0, and plot the root locus as K1 varies. For what values of K1 � 0 is

the closed loop system stable? What is the steady state error to a step input as

a function of K1?

(b) Take K1 = 0, and use the Routh-Hurwitz criterion to �nd the values of K2 > 0

such that the closed loop system is stable. What is the steady-state error for

step inputs as a function of K2?

Answer to 6

(a) 5 The root locus is shown in Figure 4.

2 The closed loop system is stable for all K1 > 0. The steady-state value for step

inputs is

3 lim
s!0

K1H(s)

1 +K1H(s)
=

K1

1 +K1

so the steady-state error is 1�K1=(1 +K1) = 1=(1 +K1).

(b) The closed loop poles are the roots of

2 s(s2 + 2s+ 1) +K2 = s
3 + 2s2 + s+K2 = 0;

and for this polynomial the (3) Routh-Hurwitz table is given in the Figure. From the

table it follows that the close-loop system is stable for (2) 0 < K2 < 2.

Finally, the steady state value to a unit step is

3 lim
s!0

K2H(s)=s

1 +K2H(s)=s
= 1;

so the steady-state error is (3) zero for all values of K2 > 0.
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Figure 5: Direct form realization for problem 7

7. 20 points Consider the di�erence equation

y(k) + 2y(k � 1) + y(k � 2) = x(k) + 2x(k � 1); k = 0; 1; 2; :::

(a) Find the transfer function H(z). Is the system BIBO stable?

(b) Find the impulse response, assuming zero initial conditions.

(c) Obtain a direct form realization of the di�erence equation using only two delay

elements.

Answer to 7

(a) The transfer function is

2 H(z) =
1 + 2z�1

1 + 2z�1 + z�2
=

1 + 2z�1

(1 + z�1)2
=

1

(1 + z�1)2
+

2z�1

(1 + z�1)2
:

Since there are two poles at -1, the system is (3) not BIBO stable.

(b) The impulse response is simply the inverse z transform of H,

5 h(n) = (n+ 1)(�1)nu(n) + 2n(�1)n�1u(n� 1)

= 2(�1)nu(n)� (n+ 1)(�1)nu(n)

= (�1)n(1� n)u(n):

(c)10 The realization is given in Figure 5.
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Figure 6: System for problem 8

8. 20 points

Consider the analog transfer function H(s) = 1=(s2 + 5s+ 6).

(a) Consider the scheme of Figure 6. Suppose x(t) = u(t). Find H1(z) so that

e(nT ) � 0, for all n. This is the step-invariant �lter.

(b) Suppose x(t) = Æ(t). Find H1(z) so that e(nT ) � 0. In this case assume that

x(nT ) is the Kronecker delta. This is the impulse-invariant �lter.

Answer for 8

(a) Since x(nT ) � 1,

X(z) = [1� z
�1]�1:

Now

3 Ya(s) =
1

s(s2 + 5s+ 6)
=

1=6

s
+
�1=2

s+ 2
+

1=3

s+ 3
;

so

ya(t) = [
1

6
�

1

2
e
�2t +

1

3
e
�3t]u(t);

from which

3 ya(nT ) = [
1

6
�

1

2
e
�2nT +

1

3
e
�3nT ]u(n);

and

3 Ya(z) =
1

6

1

1� z�1
�

1

2

1

1� e�2T z�1
+

1

3

1

1� e�3T z�1
;

so that

3 H1(z) =
Ya(z)

X(z)
=

1

6
�

1

2

1� z
�1

1� e�2T z�1
+

1

3

1� z
�1

1� e�3T z�1
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(b) In this case X(z) = 1,

2 Ya(s) =
1

s2 + 5s+ 6
=

1

s+ 2
�

1

s+ 3
;

so

ya(t) = [e�2t � e
�3t]u(t);

from which

2 ya(nT ) = [e�2nT � e
�3nT ]u(n);

2 Ya(z) =
1

1� e�2T z�1
�

1

1� e�3T z�1
;

so that

2 H1(z) = Ya(z) =
1

1� e�2T z�1
�

1

1� e�3T z�1
:
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