
Tuan LeEE 121 - Midterm SolutionsSpring 1997Problem 1a) False. If X and Y are continuous-valued random variables, thenE(X + Y ) = Z 1�1 Z 1�1(x + y)fX;Y (x; y)dxdy= Z 1�1 x Z 1�1 fX;Y (x; y)dydx+ Z 1�1 y Z 1�1 fX;Y (x; y)dxdy= Z 1�1 xfX (x)dx+ Z 1�1 yfY (y)dy= E(X) + E(Y )Hence, expectation is linear and do not depend on the independence of X and Y .b) True. V ar(X + Y ) = V ar(X) + V ar(Y ) + 2Cov(X;Y )If X and Y are uncorrelated, then Cov(X;Y ) = 0.c) False. This is only true for independent discrete-valued random variables.d) False. mY (t) = E(Y (t)) = E(Xt) = t �mXClearly, the mean of fY (t)g is dependent on time. Therefore, fY (t)g is not strict sense stationary.e) False. Consider this counterexample. Let's say our experiment is two fair coin tosses. Let X be 1 if the �rsttoss is heads, 0 otherwise. Let Y be 1 if the second toss is heads, 0 otherwise. Let Z be 1 if the two tosses arethe same, 0 if they are di�erent. Clearly, X, Y , and Z are pairwise independent.If X, Y , and Z are all independent, then P (Z = 1jX = 1; Y = 1) should equal P (Z = 1). P (Z = 1jX = 1; Y = 1)is easily seen to be 1, but P (Z = 1) = 1=2. Since the two are not equal, X, Y , and Z are not independent.Problem 2a) SW (f) = N0=2. Therefore, E[jW (t)j2] = RW (� )j�=0 = N02 �(0) = 1b) Since H(f) is a stable LTI system and the input fW (t)g is a WSS process, the output fY (t)g is also WSS.Furthermore, SY (f) = jH(f)j2SW (f) = jH(f)j2N02c) SY (f) = jH(f)j2N02 = N02 �( f2W )Taking the inverse Fourier transform, RY (� ) = N0W sinc(2W� )1



Then, E[jY (t)j2] = RY (� )j�=0 = N0W sinc(0) = N0Wd) Sampling the output fY (t)g at rate 1=T = 2W samples per second means that we are looking at samples 1=2Wseconds apart. The time di�erence between any two samples of this discrete-time process fY (nT )g = fY [n]g isk=2W where k is an integer. Therefore,RY [n](k) = RY (k=2W ) = N0W sinc(k) = N0W�[k]The process is white because its power-spectral density is at. Furthermore, it is Gaussian since the samples arefrom a continuous-time Gaussian process.e) Now we are looking at samples 1=4W seconds apart. The time di�erence between any two samples is k=4Wwhere k is an integer. Therefore, RY [n](k) = RY (k=4W ) = N0W sinc(k2 )f) Finding the optimal linear predictor consists of solving the Yule-Walker equations for the set of predictorcoe�cients faigjpi=1. Since we are only predicting the current sample from the previous sample, p is 1, whichmeans that there is only one coe�cient a to solve for.aRY [n](1� 1) = RY [n](1)a = RY [n](1)RY [n](0)At rate 2W , a = N0W�[1]N0W�[0] = 0. At rate 4W , a = N0Wsinc(1=2)N0Wsinc(0) = sinc(1=2) = 2=�. It is evident that usingDPCM for the 4W case is more bene�cial than using PCM because consecutive samples are correlated. However,using DPCM for the 2W case provides no bene�ts because consecutive samples are uncorrelated. In this case, wecannot predict the value of the current sample from the value of the previous sample.Problem 3a) Here's the picture of fX (x), the quantization levels, and the quantization regions.!!!!!!!aaaaaaa�2 �1 1 212s s s sx̂4 x̂2 x̂1 x̂3SQNR = E(X2)E[(X �Q(X))2]The signal power is E(X2) = Z 1�1 x2fX(x)dx = 2 Z 20 x214(2� x)dx= 12 �2x33 � x44 �����20 = 12 �163 � 164 �= 23 2



The quantization noise power isE[(X �Q(X))2] = Z 1�1(x�Q(x))2fX (x)dx= 2 Z 10 �x� 13�2 14(2� x)dx+ 2 Z 21 �x� 53�2 14(2� x)dx= 12 �Z 10 �x2 � 23x+ 19� (2� x)dx+ Z 21 �x2 � 103 x+ 259 � (2� x)dx�= 12 �Z 10 ��x3 + 83x2 � 139 x+ 29� dx+ Z 21 ��x3 + 163 x2 � 859 x+ 509 �dx�= 12 ��14x4 + 89x3 � 1318x2 + 29x�����10 + 12 ��14x4 + 169 x3 � 8518x2 + 509 x�����21= 12 � 536�+ 12 � 336�= 19Therefore, SQNR = 2=31=9 = 6b) The optimal lossless coder to minimize the average bit rate of the coded stream, assuming that we are codingsample-by-sample, is a Hu�man coder. To �nd the code, we need to calculate the probabilities of each quantizedvalue. P (Q(Xn) = x̂1) = P (Q(Xn) = x̂2) = 14 � 1 + 12 � 1 � 14 = 38P (Q(Xn) = x̂3) = P (Q(Xn) = x̂4) = 12 � 1 � 14 = 18Here's a possible Hu�man tree. 111110100 10 10 105814x̂4 : 18x̂3 : 18x̂2 : 38x̂1 : 38The minimum average bit rate is�R(Q(Xn)) = 38 � (1) + 38 � (2) + 18 � (3) + 18 � (3) = 158= 1:875Problem 4a) Since s4(t) = �s3(t), the dimension of the signal space is 3. We will use the Gram-Schmidt procedure onfsi(t)gj3i=1 to construct an orthonormal basis for the set.The energy of s1(t) is Es1 = Z T0 sin2 2�tT dt = Z T0 �1� cos 4�tT2 � dt = 12T3



So the �rst basis signal is  1(t) = s1(t)pEs1 =r 2T s1(t)s1(t) and s2(t) are orthogonal (s1(t) � s2(t) = 0), hence 2(t) = s2(t)pEs2 =r 2T s2(t)The component of the projection of s3(t) on  2(t) is 0, but for the projection of s3(t) on  1(t),s3(t) �  1(t) = Z T=20 r 2T sin 2�tT dt =r 2T T�= p2T�So, a signal orthogonal to  1(t) and  2(t) isd3(t) = s3(t) � p2T�  1(t)Its energy is Ed3 = [s3(t) � p2T�  1(t)] � [s3(t)� p2T�  1(t)]= (s3(t) � s3(t)) � 2p2T� (s3(t) �  1(t)) + 2T�2 ( 1(t) �  1(t))= T2 � 2p2T� p2T� + 2T�2= T2 � 2T�2Then the third basis signal is  3(t) = �T2 � 2T�2��1=2 s3(t)� p2T�  1(t)!The decorrelator looks like this kkk ��������� ---------- 666.................................................... ........................................................................................................ Y3Y2Y1R T0 (�)dtR T0 (�)dtR T0 (�)dt 3(t) 2(t) 1(t)Y (t) sample att = TfYi = R T0 Y (t) i(t)dtgj3i=1 are su�cient statistics for optimal detection. Three su�cient statistics are neededbecause there are three basis signals for the signal set. 4



b) Yes, the four components do provide su�cient information for optimal detection. The basis signals f i(t)gj3i=1were calculated from fsk(t)gj4i=1, hence we can �nd fYi = Y (t) �  i(t)g from fY (t) � sk(t)g. Since the fYig aresu�cient statistics for optimal detection, it follows that fY (t) � sk(t)g is as well.
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